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今日の発表
とりあえずのShow and Tell（こんなのやりました）

• イントロダクション 

• Held and Suarez 1994の簡単な紹介 

• 私の動機 

• 実験結果とHS94の図との比較など 

• 遭遇したり，思いついたりした，いくつかの課題 

• まとめ



イントロダクション: 
「Held and Suarez 1994 
の簡単な紹介」と 
「私の動機」



Held and Suarez 1994
が目指すところ 1
• 「力学コア」に絞った「気候」モデル相互比較のためのテスト（基準/ベンチマ
ーク）の提案（「力学」と「気候 = 気象の統計状態」） 

• AMIP（フルAGCMsの気候モデル相互比較：Gates 1992）はモデルが複雑
過ぎる 

• 各モジュールの相互比較も必要 

• ICRCCM（放射コード）：Ellingson et al. 1991; Fouquart et al. 
1991 

• 陸面モデル：Henderson-Sellers et al. 1992） 

• Williamson et al. (1992)は2D浅水波の「気象」（その後のWilliamson関連
テストなども「気象」（のはず））



Held and Suarez 1994
目指すところ 2
• モデルのモジュール化の促進も 

• 取っ替え引っ替え 

• 物理過程についてはKalnay et al. (1989)が議論 

• モデルの公開も 

問題点 

• 正解が分かっていない 

• 長期変動がもたらすサンプリング・エラー



何を今さらHS94？
ほかにもいろいろ応用されてきたが，原点に近いところをなぜ？
• In a separate study, we will be looking at this proposed calculation in 
more depth. In particular, we will study the behavior of these two 
models as a function of horizontal and vertical resolution and dis- 
cuss their sensitivity to the choice of dissipation. 

• 本人たちもやったかもしれないが（というかやったはずだが）出版された
形跡がない… 

• おそらく，他の研究者がそれなりにやってしまった（レビュー必要）? 

• スペクトル・モデル同士の比較だと，極めてつまらない？ 

• まぁ，それでも，とりあえず，ちょっと何かやってみるかと思った



何を今さらHS94？
e.g. Wan et al. 2008（ECHAM5, T31-159, L16-81）
• Results show that the simulated climate state in the Held‒Suarez test is 
sensitive to spatial resolution. Increase of horizontal resolution leads to 
slight weakening and poleward shift of the westerly jets. Significant 
warming is detected in high latitudes, especially near the polar 
tropopause, while the tropical tropopause becomes cooler. The baroclinic 
wave activity intensifies considerably with increased horizontal resolution. 
Higher vertical resolution also leads to stronger eddy variances and 
cooling near the tropical tropopause, but equatorward shift of the 
westerly jets. The solutions show an indication of convergence at 
T85L31 resolution according to all the three statistical tests applied. 
Differences between integrations with various time steps are judged to be 
within the noise level induced by the inherent low-frequency variability. 

• とりあえず，たぶん，これの後追いに近いことから…
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[1] The horizontal spectrum of kinetic energy in the upper
troposphere in experiments conducted with the Atmospheric
GCM for the Earth Simulator (AFES) global spectral
general circulation model is examined. We find that the
control version of AFES run at T639 spectral resolution can
simulate a realistic kinetic energy spectrum with roughly
!3 power-law dependence on horizontal wavenumber for
wavelengths between about 5000 and 500 km, transitioning
to a shallower mesoscale regime at smaller wavelengths.
The results depend to a degree on the magnitude of the
parameterized horizontal hyperdiffusion, but the existence
of a distinct shallow mesoscale range in the simulations is
independent of the hyperdiffusion employed. We present
results from a number of AFES integrations with spectral
truncations ranging from T39 to T639 and determine the
appropriate scaling of the parametrized hyperdiffusion with
model numerical resolution so that the kinetic energy
spectrum in each case converges to realistic values. The
experiment was also repeated in a dry version of the model.
This version also simulated a shallow mesoscale range,
supporting the view that the mesoscale regime in the
atmosphere is energized, at least in part, by a predominantly
downscale nonlinear spectral cascade. Citation: Takahashi,
Y. O., K. Hamilton, and W. Ohfuchi (2006), Explicit global
simulation of the mesoscale spectrum of atmospheric motions,
Geophys. Res. Lett., 33, L12812, doi:10.1029/2006GL026429.

1. Introduction

[2] The spectrum of wind velocity variance as a function
of horizontal scale in the atmosphere is often referred to as
the kinetic energy (KE) spectrum. Boer and Shepherd
[1983] used global gridded meteorological analyses to
calculate the horizontal KE spectrum as a function of total
horizontal wavenumber, n. They found that the KE behaves
as n!3 for the range of n corresponding to horizontal
wavelengths between 1000 and 5000 km. For horizontal
wavelengths smaller than "1000 km, perhaps the best
observations come from measurements of the winds in the
upper troposphere using instrumented commercial aircraft
[Nastrom and Gage, 1985]. The crosses on the two panels
of Figure 1 reproduce the observations for the zonal and
meridional velocity variance as a function of horizontal
wavelength based on long segments of aircraft flights

mostly in the northern midlatitudes, and between 175 and
350 hPa. There is a transition from a !3 power law to a
shallower mesoscale regime at wavelengths less than about
500 km. More recent analyses of other extensive aircraft
data sets confirm this basic result [Cho et al., 1999a,
1999b].
[3] The !3 power law regime has been interpreted as

resulting basically from the weak forward spectral cascade
of kinetic energy from a quasi-2D flow that is effectively
stirred at synoptic scales by baroclinic instability. The
explanation for the much shallower spectrum in the meso-
scale is more controversial. Some [e.g., Lilly, 1983; Gage
and Nastrom, 1986; Vallis et al., 1997] suggest that the
energized mesoscale results from an upscale quasi-2D
nonlinear KE cascade from smaller scales where the KE
is stirred by moist convection. Alternatively the motions in
the mesoscale range may be forced by downscale nonlinear
cascades possible in systems that allow gravity-wave type
divergent motions [e.g., VanZandt, 1982]. Support for this
latter view is provided by some simplified models of
turbulence in systems including free gravity waves [Yuan
and Hamilton, 1994] and also by the observational analysis
of Lindborg [1999].
[4] The horizontal KE spectrum has been examined in a

number of earlier studies using relatively modest horizontal
resolution GCMs [Boville, 1991; Koshyk et al., 1999].
These studies showed that GCMs can reproduce a realistic
n!3 regime in the troposphere but, due to the limited
horizontal resolution, these models did not allow simulation
of a significant range of the shallower mesoscale regime.
[5] It appears that various current high-resolution GCMs

perform rather differently in terms of their ability to simu-
late a realistically shallow mesoscale kinetic energy spec-
trum. Palmer [2001] notes that the ECMWF GCM, when
run at fine resolution, actually simulates flow with a KE
spectrum that steepens rather than shallows in the meso-
scale. As he notes, if this is a general feature of current
models - which assume that an important component of
subgrid-scale processes can be parameterized as a viscous
dissipation acting on the smallest resolved scales - then it
would suggest that some kind of stochastic forcing of the
smallest resolved scales may be more appropriate than the
usual dissipation. However, Koshyk and Hamilton [2001,
hereinafter referred to as KH] found that a GCM with
standard subgrid-scale dissipation can simulate a realistically
energized mesoscale. In particular, KH analyzed results from
a control simulation with a "35 km horizontal resolution,
40-level version of the SKYHI GCM. KH found that
their simulated fields did reproduce the shallow one-
dimensional horizontal KE spectra observed by Nastrom
et al. in the upper troposphere down to the smallest
model-resolved wavelength ("70 km). KH resolved their
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as not believable. Indeed we find that the steepening near
the end of the spectrum in Figure 1 has no counterpart in
the full 2D spectrum. Figure 2 shows this 2D total
horizontal wavenumber KE spectrum at 200 hPa calcu-
lated from the simulated vorticity and divergence fields
(equation (6) of KH). The left panel shows results for the
full range of wavenumbers resolved (1–639) and the
right panel shows a closeup of the 30–639 range. Results
are presented for the simulations with the control value of
the hyperdiffusion coefficient and with twice and one- half
this value. The result with the control value of diffusivity
displays a mesoscale regime that is close to a constant slope
overmuch of themesoscale, although there is a slight bending
down past n ! 300 and an abrupt increase at the highest few
wavenumbers. The anomaly right near the truncation wave-
number is a feature of the simulated spectra in thismodel at all
resolutions. The appearance of this feature suggests that the
nonlinear interactions in the model are resulting in a foward
cascade of energy that is arrested at the truncation scale and
accumulates there. This is a feature of many numerical
simulations and may be eliminated with an appropriately
scale-dependent dissipation. Fortunately, in this case the
apparently anomalous values are confined to just a few
wavenumbers.
[9] The model when run with the enhanced and reduced

diffusivity coefficients is much less successful in simulating
the observed constant slope of the mesoscale spectrum. It is
noteworthy that the doubled standard diffusivity run (red
curves) appears to be overdamped over most of the high

wavenumber end of the spectrum, but still exhibits a clear
shallowing of the spectrum in the mesoscale range, from say
n ! 80 to n ! 250.

4. Resolution Dependence and Scaling of
Parameterized Diffusion

[10] A series of simulations with different truncations
(from T39 to T639) and different values of the horizontal
diffusivity were run. By trial and error choices of the
diffusivity, the result in Figure 3 was obtained. This shows
simulated spectra that are nearly independent of the trunca-
tion over the n"3 and shallower mesoscale regimes (for
legibility the T39 result is not shown but it agrees well with
the others). The values of the diffusivity used in each of
these experiments is shown in the upper right panel. We find
that to obtain the convergent spectra we need to scale the
diffusivity approximately as a power law of the model
truncation (the regression fit shown in Figure 3 is 1.2 #
1021 nt

"3.22 m4s"1, where nt is the truncation wavenumber).
Also shown are results for the recommended diffusivity
values for T21, T31, T42 and T63 determined by Boville
[1991] in a similar manner using a different spectral GCM.
[11] The dashed line in Figure 3 shows spectra computed

from a T639 integration identical in all respects to the
control run, but employing twice the vertical resolution
(T639L48). The result is reasonably close to that from the
24-level version, although there seems to be a systematic
difference between n ! 10 and n ! 50 where the L48 model
has more KE than the L24 version.

5. Results for Dry Dynamical Core Model

[12] If KH are correct and the energy in the mesoscale is
at least partly due to downscale spectral cascades from the
synoptic scales, then a shallow mesoscale spectrum may be
expected even in a model with no moist convection. In order
to test this notion, we constructed a dry dynamical core

Figure 3. As in Figure 2 but for AFES run with different
numerical resolution. Results are shown for the 24 level
version truncated at T79, T159, T319 and T639, as well as
the T639L48 version. At each horizontal resolution a
diffusion coefficient has been determined by trial and error
to produce the fairly convergent behavior at the high
wavenumber end of the spectrum. The black symbols in the
inset show the diffusion coefficient as a function of
truncation obtained this way. The red dots show results
from a similar analysis of a version of the NCAR
atmospheric model obtained by Boville [1991]. The lines
in the inset are linear regressions.

Figure 4. As in Figure 2, but for the control T639L24
AFES (black) and the dynamical core version of the model
run with the same horizontal diffusion coefficient as
employed in the standard AFES (red) and with half this
diffusion coefficient (blue).
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実験とHS94の図との比較など



実験の強制・設定など
Held and Suarez (1994)

力学コアのみ 

乾燥大気，地形なし 

地球的パラメータ 

DCPAM5-20180304-2 

水平粘性 

• 8次 

• 最高波数のe-folding time: 0.1 [day]

2) for climate models, it is important to directly evalu-
ate the long-term statistics rather than focus on the 
accuracy of short-term, deterministic solutions. Tests 
like those of Williamson et al. are more applicable to 
numerical weather prediction models, for which the 
relevant trade-offs between accuracy, efficiency, and 
conservation properties may be quite different than for 
climate models. 

We are attempting to define a set of benchmark 
calculations for the evaluation of statistically steady 
states produced by the atmospheric dynamical cores 
used in climate models. In these tests, we replace the 
detailed radiative, turbulence, and moist convective 
parameterizations with very simple forcing and dissi-
pation. There are problems with this approach as well. 
The most obvious is that the true solution is unknown. 
We presume that different modeling approaches will 
converge to the true solution as resolution is in-
creased, keeping in mind that if convergence is not 
clearly obtained in these idealized problems, it may 
not be easy to obtain in realistic GCMs either. Another 
problem is that sampling errors, due to very low 
frequency variability, may inter-
fere with our ability to accurately 
define the statistically steady 
state, given the finite time inter-
vals over which the models are 
integrated, but once again, this 
problem is also present in realis-
tic climate simulations. 

An additional motivation we 
have in proposing tests focusing 
on the dynamics is to nudge the 
modeling community toward the 
creation of modular dynamical 
cores that are easy to inter-
change. The importance of us-
ing modular, or "plug-compat-
ible," codes was discussed by 
Kalnayetal. (1989) for the physi-
cal parameterizations. We would 
like to see these ideas extended, 
as much as possible, to the de-
sign of dynamical cores. In the 
spirit of having a free exchange 
of all codes used in climate mod-
els, we are making publicly avail-
able the Fortran codes for the 
dynamical cores used to pro-
duce the results described below. 

The first in our proposed se-
ries of benchmark calculations 
is described in this report. As an 
example, the benchmark is used 
to compare two GCM dynamical 

cores, one spectral and one finite difference. Both are 
closely related to codes that are being used for climate 
studies at our laboratories. We present here only a 
sampling of the two models' climate statistics, but we 
can make available much more complete results to 
anyone interested in making a more detailed compari-
son. In a separate study, we will be looking at this 
proposed calculation in more depth. In particular, we 
will study the behavior of these two models as a 
function of horizontal and vertical resolution and dis-
cuss their sensitivity to the choice of dissipation. 

2. A first benchmark calculation 

In designing the forcing and dissipation, we use 
simple Newtonian relaxation of the temperature field 
to a zonally symmetric state and Rayleigh damping of 
low-level winds to represent boundary-layer friction. 
Forcing GCMs in this way is relatively common, 
especially in two-layer models [Hendon and Hartmann 
(1985) and Suarez and Duffy (1992) are two ex-

dv 

dt 
-kv(a)v 

dT_ 
dt - M M [ r - r e Q ( M ] 
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実験の設定
• 解像度（σ等間隔）[Δt (min.)] 

• L20 

• T10 [60]，T21 [60]，T42 [30]，T85 [15]，T170 [6] 

• T42 

• L5 [30]，L10 [30]，L20 [30]，L40 [30]，L80 [20]，L160 [5]，
L320 [4] 

• 初期条件：等温（250 K + ノイズ）静止 

• 6時間ごと出力 

• 各1200日積分，解析は最後の1000日



強制温度
Temperature and Potential Temperature: Figure 1 a b

FIG. 1. The upper panels contain the prescribed radiative equilibrium temperature (a) and 
potential temperature (b) distributions. The lower panels contain 1000-day averages of the zonal 
mean temperature (c) and potential temperature (d) distributions produced by the G72 gridpoint 
model. 

amples on the sphere]. Recent examples of its use in 
models with more vertical resolution are James and 
James (1989) and Yu and Hartmann (1993). Our 
specifications are detailed in the box on the opposing 
page. 

We start with an ideal gas atmosphere over a 
rotating spherical surface. There is no topography, in 
the sense that the surface is at constant geopotential. 
Nothing is said as to whether the flow is or is not 
hydrostatic. While most global models assume hydro-
static balance, this is not considered part of the 
specification of the problem but rather a modeling 
choice. The choice of upper boundary condition is also 
left open. The inclusion of a rigid lid at some height or 
pressure, for example, is again considered a modeling 
choice. Aside from the forcing parameters, we need to 
specify only the gas constant R, the specific heat of air 
at constant pressure c , the acceleration of gravity g, 
the radius of the sphere ae, and the total mass of the 
atmospherep/g. The acceleration of gravity is needed 
only in a nonhydrostatic model. 

The only specified dissipation is a simple linear 
damping of the velocities. The strength of the damping 
kv is a function of a = p/ps, where p is the pressure and 
ps is the instantaneous surface pressure. We use a 
rather than pressure in this expression so that this 
"boundary layer" will follow the topography in future 
calculations in this series. This damping is nonzero 
only in layers near the surface (<r> 0.7). 

Temperatures are relaxed to a prescribed "radia-

tive equilibrium" Teq, which is a 
function of latitude and pressure. 
These temperatures and the cor-
responding potential tempera-
tures are shown in Figs. 1a,b. 
This radiative equilibrium is given 
some positive static stability, 
relatively large in the Tropics 
and decreasing to zero at the 
poles. One can thinkof this tropi-
cal static stability as taking into 
account the effects of moist con-
vection, but this is potentially 
misleading, and it is better to 
think of it as simply an artifact 
that helps minimize the occur-
rence of gravitational instability. 
The radiative relaxation time is 
also a function of latitude and a. 
If one uses a long relaxation 
time everywhere, an unrealistic 
thin cold layer develops near the 
surface, particularly in the Trop-
ics. The relaxation time is in-
creased in this region to reduce 

this effect, but some vestige of this shallow stable 
layer still remains in the solutions. This is clearly visible 
in the time-mean temperature and potential tempera-
ture distribution (Figs. 1c,d) produced by the"G72" 
finite-difference model (described below). The poten-
tial temperatures also show that the dynamics is 
maintaining the static stability well above its radiative 
equilibrium value in the extratropics. 

No explicit diffusion is included in the specification 
of the model. We prefer to think of subgrid-scale 
diffusivity as part of the numerical scheme. (For the 
sake of well-posedness, one can think of molecular 
viscosity and diffusion as being present, but negligible 
on all scales that we can hope to resolve in a global 
climate model.) This allows us to treat, evenhandedly, 
conservative schemes that require explicit subgrid-
scale mixing, and schemes that are dissipative by 
design. By specifying a large diffusivity that produces 
smooth large-scale solutions, one would be creating a 
very different problem from the effectively infinite 
Reynolds number problem that we have posed. Our 
goal is not simply the accurate simulation of the 
evolution of smooth flows but the optimum treatment 
of flows that generate motions on all resolved scales 
through turbulent cascades, as does the atmosphere. 

In the two models described below, we have in-
cluded only a very scale-selective horizontal mixing 
and have omitted vertical mixing (diffusion or convec-
tive adjustment) altogether. Although gravitationally 
unstable regions do form on occasion, particularly in 
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T42L20 vs HS94
U: Figure 2

FIG. 2. The zonal-mean zonal wind produced by the T63 spectral 
model and G72 gridpoint model. Both are 1000-day means. Since the 
forcing is symmetric about the equator, differences between the 
hemispheres are indicative of sampling errors. 

low latitudes, the models can be integrated stably 
without enhanced vertical mixing in such regions. 

3. A sample intercomparison 

To begin the process of developing standards for 
dynamical cores of atmospheric climate models, we 
performed long-term integrations with our own mod-
els. The models use very different discretization meth-
ods and were coded independently by the two authors. 

a. The models 
The spectral model is a standard hydrostatic, cr-

coordinate, semi-implicit, spectral transform model, in 
the vorticity-divergence form described by Bourke 
(1974). The transform grid is chosen to ensure alias-
free computation of quadratic products, in the usual 
way. The vertical differencing uses the simplest cen-
tered differences, and the hydrostatic equation is 
integrated analytically assuming that temperature is 
constant within each layer. This differencing is not 
energy conserving. There are 20 vertical levels, equally 
spaced in sigma, with the top of the model formally at 
zero pressure. A leapfrog scheme is used for time 

stepping, using the time filter described by Robert 
(1966) to control the computational mode. The hori-
zontal mixing of vorticity, divergence, and tempera-
ture takes the form of a Laplacian raised to the fourth 
power, with the strength set so that the e-folding time 
for the smallest wave in the system is always 0.1 days. 
The truncation is triangular. We made integrations at 
four resolutions: T21, T30, T42, and T63, where the 
numeral refers to the maximum number of zonal 
waves present. In this note, we present results only 
from T63. The code for this model is available from 
Isaac Held (e-mail: ih@gfdl.gov). 

The finite-difference model is also hydrostatic and 
uses CF coordinates, with 20 layers equally spaced in 
sigma. The vertical differencing is that proposed by 
Arakawa and Suarez (1983). A latitude-longitude grid 
with Arakawa's C-grid staggering is used for the 
horizontal discretization. The horizontal finite-
differencing scheme is second order in all respects 
except the horizontal advection of vorticity, which is 
fourth-order accurate for nondivergent flow, reducing 
to the fourth-order Arakawa (1966) Jacobian in this 
case. A Fourier filter is applied to all tendencies to 
damp short zonal scales poleward of 45° latitude. An 
explicit leapfrog time step is used, with the pressure 
gradient averaging suggested by Brown and Campana 
(1978). The computational mode of the leapfrog is 
controlled in exactly the same way as in the spectral 
model. An eighth-order Shapiro (1970) filter controls 
gridpoint noise. The filter damps the 2A wave with an 
effective e-folding time of 1.5 h. As with the spectral 
model, we have made integrations at four resolutions: 
6° latitude x 7.5° longitude, 4° x 5°, 3° x 3.75°, and 2° 
x 2.5°. We will show results only for the highest 
resolution, which we label G72, the numeral referring 
to half of the number of grid points around a latitude 
circle. The finite-difference dynamical core is de-
scribed in Suarez and Takacs (1995). That report and 
the code are available from Max Suarez (e-mail: 
suarez@nino.gsfc.nasa.gov). 

b. Results 
All cases presented were integrated 1200 days. 

The model's climate in each case is obtained by 
averaging the last 1000 days of integration. The 
integration of the spectral model was started from an 
isothermal state at rest, with some small perturbations 
added to break the symmetry. The gridpoint integra-
tion was started from an earlier run of a lower-resolu-
tion model that had already equilibrated to the forcing. 
By discarding 200 days, we are reasonably certain 
that we eliminate significant differences due to the 
different initialization schemes. 

Aspects of the climates produced by the two mod-
els are displayed in Figs. 2-4: the zonal-mean zonal 
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何も考えずに水平解像度を変える: 
U

T10L20 T21L20 T42L20

T85L20 T170L20



何も考えずに水平解像度を変える: 
U



何も考えずに鉛直解像度を変える: 
U

T42L5 T42L10 T42L20

T42L40 T42L80 T42L160



T42L20 vs HS94 (G72)
Temperature and Potential Temperature: Figure 1 c d

FIG. 1. The upper panels contain the prescribed radiative equilibrium temperature (a) and 
potential temperature (b) distributions. The lower panels contain 1000-day averages of the zonal 
mean temperature (c) and potential temperature (d) distributions produced by the G72 gridpoint 
model. 

amples on the sphere]. Recent examples of its use in 
models with more vertical resolution are James and 
James (1989) and Yu and Hartmann (1993). Our 
specifications are detailed in the box on the opposing 
page. 

We start with an ideal gas atmosphere over a 
rotating spherical surface. There is no topography, in 
the sense that the surface is at constant geopotential. 
Nothing is said as to whether the flow is or is not 
hydrostatic. While most global models assume hydro-
static balance, this is not considered part of the 
specification of the problem but rather a modeling 
choice. The choice of upper boundary condition is also 
left open. The inclusion of a rigid lid at some height or 
pressure, for example, is again considered a modeling 
choice. Aside from the forcing parameters, we need to 
specify only the gas constant R, the specific heat of air 
at constant pressure c , the acceleration of gravity g, 
the radius of the sphere ae, and the total mass of the 
atmospherep/g. The acceleration of gravity is needed 
only in a nonhydrostatic model. 

The only specified dissipation is a simple linear 
damping of the velocities. The strength of the damping 
kv is a function of a = p/ps, where p is the pressure and 
ps is the instantaneous surface pressure. We use a 
rather than pressure in this expression so that this 
"boundary layer" will follow the topography in future 
calculations in this series. This damping is nonzero 
only in layers near the surface (<r> 0.7). 

Temperatures are relaxed to a prescribed "radia-

tive equilibrium" Teq, which is a 
function of latitude and pressure. 
These temperatures and the cor-
responding potential tempera-
tures are shown in Figs. 1a,b. 
This radiative equilibrium is given 
some positive static stability, 
relatively large in the Tropics 
and decreasing to zero at the 
poles. One can thinkof this tropi-
cal static stability as taking into 
account the effects of moist con-
vection, but this is potentially 
misleading, and it is better to 
think of it as simply an artifact 
that helps minimize the occur-
rence of gravitational instability. 
The radiative relaxation time is 
also a function of latitude and a. 
If one uses a long relaxation 
time everywhere, an unrealistic 
thin cold layer develops near the 
surface, particularly in the Trop-
ics. The relaxation time is in-
creased in this region to reduce 

this effect, but some vestige of this shallow stable 
layer still remains in the solutions. This is clearly visible 
in the time-mean temperature and potential tempera-
ture distribution (Figs. 1c,d) produced by the"G72" 
finite-difference model (described below). The poten-
tial temperatures also show that the dynamics is 
maintaining the static stability well above its radiative 
equilibrium value in the extratropics. 

No explicit diffusion is included in the specification 
of the model. We prefer to think of subgrid-scale 
diffusivity as part of the numerical scheme. (For the 
sake of well-posedness, one can think of molecular 
viscosity and diffusion as being present, but negligible 
on all scales that we can hope to resolve in a global 
climate model.) This allows us to treat, evenhandedly, 
conservative schemes that require explicit subgrid-
scale mixing, and schemes that are dissipative by 
design. By specifying a large diffusivity that produces 
smooth large-scale solutions, one would be creating a 
very different problem from the effectively infinite 
Reynolds number problem that we have posed. Our 
goal is not simply the accurate simulation of the 
evolution of smooth flows but the optimum treatment 
of flows that generate motions on all resolved scales 
through turbulent cascades, as does the atmosphere. 

In the two models described below, we have in-
cluded only a very scale-selective horizontal mixing 
and have omitted vertical mixing (diffusion or convec-
tive adjustment) altogether. Although gravitationally 
unstable regions do form on occasion, particularly in 
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何も考えずに水平解像度を変える: 
T

T10L20 T21L20 T42L20

T85L20 T170L20



何も考えずに鉛直解像度を変える: 
T

T42L5 T42L10 T42L20

T42L40 T42L80 T42L160



T42L20 vs HS94
T* Variance: Figure 3

FIG. 3. As in Fig. 2 but for the eddy variance of the temperature. FIG. 4. As in Fig. 2 but for the vertically averaged zonal spectra of 
the eddy variance of zonal wind. 

wind (Figs. 2) as a function of latitude and sigma; the 
eddy temperature variance (Fig. 3), also as a function 
of latitude and sigma; and the zonal spectrum of the 
eddy zonal wind (Fig. 4), as a function of zonal 
wavenumber and latitude. Since the forcing is sym-
metric about the equator, we can use the difference 
between the climates of the two hemispheres for a 
quick estimate of sampling error in the 1000-day means. 

We see from these figures that our simple forcing 
and dissipation produce a reasonably realistic zonal-
mean circulation. A single jet is generated with maxi-
mum strength of roughly 30 m s~1 near 45° latitude. 
The jet closes off, with a well-defined reversed shear 
above o = 0.2. The surface westerlies reach almost 
8 m s"1 near 45° latitude. There are equatorial easterlies 
in the model stratosphere. The eddy temperature 
variance shows two midlatitude maxima, one in the 
lower troposphere and another above the tropopause. 
An unrealistic feature of the results is the penetration 
of the temperature variance near the surface well into 
the Tropics. The spectrum of the eddy zonal winds has 
two peaks at zonal wavenumber 5 on the flanks of the 
storm track (with the peak on the polar side somewhat 
stronger), a third peak at wavenumbers 1 and 2 at the 
center of the track, and yet another peak, associated 
with cross-polar flow, in wavenumber 1 at the pole. 

These figures indicate an impressive degree of 
agreement between the two models, despite their very 
different numerical algorithms. There are large differ-
ences in the eddy temperature variance in the strato-
sphere, which we attribute to the different vertical 
discretizations and the coarse stratospheric resolu-
tion. Another difference, not evident in the figures 
shown, is that the grid model is noisier than the 
spectral model near the pole. After completing these 
integrations, we found this noise could be significantly 
reduced but not eliminated by a simple modification of 
the treatment of the momentum equations at the pole. 
This change has no noticeable effect on other statis-
tics. Details of the finite differencing at the poles are 
given in Suarez and Takacs (1993). 

The agreement between these particular spectral 
and gridpoint models should not be interpreted as 
implying that the true solution to our problem has been 
obtained. Additional calculations, described elsewhere, 
show that the climates of both models are sensitive to 
resolution and have not yet converged at the resolu-
tion presented here. The solutions may also be more 
sensitive to the choice of parameters and to the model 
formulation than the agreement between these two 
cores suggests. As an example, the same calculations 
repeated with a second-order version of the finite-
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何も考えずに水平解像度を変える:  
T* Variance

T10L20 T21L20 T42L20

T85L20 T170L20



何も考えずに鉛直解像度を変える: 
T* Variance

T42L5 T42L10 T42L20

T42L40 T42L80 T42L160



T42L20 vs HS94
U*^2 Spectra: Figure 4

HS94と比較して値が1.5~2倍くらい？

FIG. 3. As in Fig. 2 but for the eddy variance of the temperature. FIG. 4. As in Fig. 2 but for the vertically averaged zonal spectra of 
the eddy variance of zonal wind. 

wind (Figs. 2) as a function of latitude and sigma; the 
eddy temperature variance (Fig. 3), also as a function 
of latitude and sigma; and the zonal spectrum of the 
eddy zonal wind (Fig. 4), as a function of zonal 
wavenumber and latitude. Since the forcing is sym-
metric about the equator, we can use the difference 
between the climates of the two hemispheres for a 
quick estimate of sampling error in the 1000-day means. 

We see from these figures that our simple forcing 
and dissipation produce a reasonably realistic zonal-
mean circulation. A single jet is generated with maxi-
mum strength of roughly 30 m s~1 near 45° latitude. 
The jet closes off, with a well-defined reversed shear 
above o = 0.2. The surface westerlies reach almost 
8 m s"1 near 45° latitude. There are equatorial easterlies 
in the model stratosphere. The eddy temperature 
variance shows two midlatitude maxima, one in the 
lower troposphere and another above the tropopause. 
An unrealistic feature of the results is the penetration 
of the temperature variance near the surface well into 
the Tropics. The spectrum of the eddy zonal winds has 
two peaks at zonal wavenumber 5 on the flanks of the 
storm track (with the peak on the polar side somewhat 
stronger), a third peak at wavenumbers 1 and 2 at the 
center of the track, and yet another peak, associated 
with cross-polar flow, in wavenumber 1 at the pole. 

These figures indicate an impressive degree of 
agreement between the two models, despite their very 
different numerical algorithms. There are large differ-
ences in the eddy temperature variance in the strato-
sphere, which we attribute to the different vertical 
discretizations and the coarse stratospheric resolu-
tion. Another difference, not evident in the figures 
shown, is that the grid model is noisier than the 
spectral model near the pole. After completing these 
integrations, we found this noise could be significantly 
reduced but not eliminated by a simple modification of 
the treatment of the momentum equations at the pole. 
This change has no noticeable effect on other statis-
tics. Details of the finite differencing at the poles are 
given in Suarez and Takacs (1993). 

The agreement between these particular spectral 
and gridpoint models should not be interpreted as 
implying that the true solution to our problem has been 
obtained. Additional calculations, described elsewhere, 
show that the climates of both models are sensitive to 
resolution and have not yet converged at the resolu-
tion presented here. The solutions may also be more 
sensitive to the choice of parameters and to the model 
formulation than the agreement between these two 
cores suggests. As an example, the same calculations 
repeated with a second-order version of the finite-
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何も考えずに水平解像度を変える: 
U*^2 Spectra

T10L20 T21L20 T42L20

T85L20 T170L20



何も考えずに鉛直解像度を変える: 
U*^2 Spectra

T42L5 T42L10 T42L20

T42L40 T42L80 T42L160



何も考えずに）水平解像度を変える: 
V*Temp*

T10L20 T21L20 T42L20

T85L20 T170L20



何も考えずに鉛直解像度を変える: 
V*Temp*

T42L5 T42L10 T42L20

T42L40 T42L80 T42L160



何も考えずに）水平解像度を変える: 
V*U*

T10L20 T21L20 T42L20

T85L20 T170L20



何も考えずに鉛直解像度を変える: 
V*U*

T42L5 T42L10 T42L20

T42L40 T42L80 T42L160



遭遇したり，思いついたりした，
いくつかの課題



いくつかの課題

• 地表面付近の温度構造問題 

• 地表面付近が冷えすぎる 

• ガタガタ問題 

• 長期変動 

• 水平粘性 / エネルギー・スペクトル（再訪）



何故地表面付近に逆転層？

T42L10

T42L20FIG. 1. The upper panels contain the prescribed radiative equilibrium temperature (a) and 
potential temperature (b) distributions. The lower panels contain 1000-day averages of the zonal 
mean temperature (c) and potential temperature (d) distributions produced by the G72 gridpoint 
model. 

amples on the sphere]. Recent examples of its use in 
models with more vertical resolution are James and 
James (1989) and Yu and Hartmann (1993). Our 
specifications are detailed in the box on the opposing 
page. 

We start with an ideal gas atmosphere over a 
rotating spherical surface. There is no topography, in 
the sense that the surface is at constant geopotential. 
Nothing is said as to whether the flow is or is not 
hydrostatic. While most global models assume hydro-
static balance, this is not considered part of the 
specification of the problem but rather a modeling 
choice. The choice of upper boundary condition is also 
left open. The inclusion of a rigid lid at some height or 
pressure, for example, is again considered a modeling 
choice. Aside from the forcing parameters, we need to 
specify only the gas constant R, the specific heat of air 
at constant pressure c , the acceleration of gravity g, 
the radius of the sphere ae, and the total mass of the 
atmospherep/g. The acceleration of gravity is needed 
only in a nonhydrostatic model. 

The only specified dissipation is a simple linear 
damping of the velocities. The strength of the damping 
kv is a function of a = p/ps, where p is the pressure and 
ps is the instantaneous surface pressure. We use a 
rather than pressure in this expression so that this 
"boundary layer" will follow the topography in future 
calculations in this series. This damping is nonzero 
only in layers near the surface (<r> 0.7). 

Temperatures are relaxed to a prescribed "radia-

tive equilibrium" Teq, which is a 
function of latitude and pressure. 
These temperatures and the cor-
responding potential tempera-
tures are shown in Figs. 1a,b. 
This radiative equilibrium is given 
some positive static stability, 
relatively large in the Tropics 
and decreasing to zero at the 
poles. One can thinkof this tropi-
cal static stability as taking into 
account the effects of moist con-
vection, but this is potentially 
misleading, and it is better to 
think of it as simply an artifact 
that helps minimize the occur-
rence of gravitational instability. 
The radiative relaxation time is 
also a function of latitude and a. 
If one uses a long relaxation 
time everywhere, an unrealistic 
thin cold layer develops near the 
surface, particularly in the Trop-
ics. The relaxation time is in-
creased in this region to reduce 

this effect, but some vestige of this shallow stable 
layer still remains in the solutions. This is clearly visible 
in the time-mean temperature and potential tempera-
ture distribution (Figs. 1c,d) produced by the"G72" 
finite-difference model (described below). The poten-
tial temperatures also show that the dynamics is 
maintaining the static stability well above its radiative 
equilibrium value in the extratropics. 

No explicit diffusion is included in the specification 
of the model. We prefer to think of subgrid-scale 
diffusivity as part of the numerical scheme. (For the 
sake of well-posedness, one can think of molecular 
viscosity and diffusion as being present, but negligible 
on all scales that we can hope to resolve in a global 
climate model.) This allows us to treat, evenhandedly, 
conservative schemes that require explicit subgrid-
scale mixing, and schemes that are dissipative by 
design. By specifying a large diffusivity that produces 
smooth large-scale solutions, one would be creating a 
very different problem from the effectively infinite 
Reynolds number problem that we have posed. Our 
goal is not simply the accurate simulation of the 
evolution of smooth flows but the optimum treatment 
of flows that generate motions on all resolved scales 
through turbulent cascades, as does the atmosphere. 

In the two models described below, we have in-
cluded only a very scale-selective horizontal mixing 
and have omitted vertical mixing (diffusion or convec-
tive adjustment) altogether. Although gravitationally 
unstable regions do form on occasion, particularly in 
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下層付近ガタガタ問題
T42L30_hs94（現実的シミュレーション的な鉛直層配置）
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長期変動
経度平均Uの時間変動
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Spatial structure of ultra-low-frequency variability of the flow in a 
simple atmospheric circulation model 

By I. N. JAMES and P. M. JAMES 
Department of Meteorology, Uniiiersity of Reading, Reading RG6 2A V 

(Rcceived 27 March I Y Y I ;  revised 9 June 1992) 

SCJMMARY 
The internally generated variability of the global circulation on time-scales in excess of one year is 

investigated using a multilevel baroclinic primitive-equation model with moderate resolution of dynamical 
processes. The model includes idealized heating and friction. Maximum variability is found on time-scales of 
around a decade. Empirical orthogonal-function analysis reveals that the principal component of this variability 
is an alternate splitting and coalescence of the subtropical and mid-latitude jets. Associated changes in the 
strength and distribution of eddy activity are found. The character of the ultra-low-frequency variability is 
completely changed for very low resolutions, but seems relatively insensitive to details of model formulation 
at higher resolution. The possibilities of deriving a low-order model which includes ultra-low-frequency 
variability are considered. 

1. INTRODUCTION 

The global circulation of the atmosphere fluctuates on a vast range of time-scales. 
These range from just a few days, through seasonal time-scales to slow changes on time- 
scales of years or longer. Locally, even higher frequencies are important; from a few 
minutes associated with turbulence to several hours associated with the development of 
mesoscale weather systems. The frequencies of 0.1-1 d-’, sometimes referred to as 
‘synoptic time-scales’, are reproduced by linear theories such as that of Eady (1949), 
who described baroclinically unstable modes whose structure and scale closely resemble 
those of observed depression systems. The typical growth rates and frequencies are in 
the range 1-2d-I. More recent authors (e.g. Blackmon et al. 1976) have identified a 
range of low-frequency variability, with periods of 10 days or longer. At even longer 
time-scales Manley (1974) used historical records to analyse the fluctuations of surface 
temperature over central England; his study revealed fluctuations around the mean 
annual cycle of up to 1-2 K,  with time-scales as long as decades. 

We shall distinguish two groups of processes for generating atmospheric fluctuations. 
They may be ‘internal’ to the atmospheric flow, that is caused by the intrinsic instability 
of the flow and by the interactions between different kinds of atmospheric motion. The 
shorter synoptic-period fluctuations are usually thought to be due to such process. On 
the other hand, ‘external’ processes include variations of the imposed parameters (for 
example, the distribution of solar radiation which changes with the slowly evolving orbital 
elements of the earth) or coupling between the atmosphere and a more slowly varying 
component of the climate system, such as the oceans or ice sheets. Generally speaking, 
there is an assumption that the longer time-scale fluctuations of the circulation must be 
related to sQme external agency. For instance, Wallace and Quanrong (1987) say that 
‘. . . it is generally agreed that the atmosphere is the source of much of the temporal 
variability in the oceanic mixed layer and that the ocean is responsible for much of the 
“memory” of the climate system on the intermonthly and interannual time-scales’. 

Plausible as it seems, such thinking is heavily based on a linear view of atmospheric 
dynamics. By way of illustration, we shall take the equation set proposed by Lorenz 
(1984) as the simplest possible qualitative description of the global circulation: 
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Figure 3(a) shows a sample of its variations in time. As well as the high-frequency 
fluctuations, which might be expected as individual weather systems develop and decay, 
low-frequency trends can be discerned, with systematic changes over periods of several 
years. The magnitude of these fluctuations is significant; varies by an amount which 
corresponds to more than 1.0 m sP1 at  the equator around its mean value, or by some 
7% of the total atmospheric angular super-rotation. 

A Fourier analysis of this time series, based on the 96-year section from the start of 
year 4 to the start of year 100, is shown in Fig. 3(b). The plot shows that the amplitude 
of fluctuations steadily increases as the period increases, with an increase of a factor of 
about 10 from periods of 10 days to periods of one year. The maximum amplitude was 
for a period of 9 years. Other runs gave maximum amplitudes in the range 10-20 years, 
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Figure 3. Ultra-low-frequency variability of the atmospheric angular velocity in Run 1. (a) Time series of the 
angular velocity from year 10 to year 58 of the run. (b) Amplitudes of the Fourier coefficients for the time 

series from year 4 to year 100. 
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散逸（水平粘性など）とエネルギースペクトル

• 解像度を変えたとき，粘性係数をどう変えれば良いのか？ 

• 超粘性の次数への依存性



Held and Suarez (1994)再訪：まとめ
• とりあえずDCPAMを走らせることができた（京大数理研 竹広さんに感謝） 

• テスト計算でHS94実験を解像度を変えて行った（網羅的ではない） 

• 統計量は解像度に依存し，解像度を上げると収束しているように見えなくも
ないが，散逸の調整をきちんと考えていないので，更なる検討が必要である 

• そのほか，今後の課題として，地表面付近の温度構造，長期変動，エネルギー
スペクトル + 水平粘性などの問題が挙げられる 

• Pythonで解析と描画ができるように整備中 [特に，内挿（σ→p座標変換を含
む），スペクトル解析（松嶋さんのISPACKのPythonインタフェースを活
用），TEM解析] 

• Williamson et al. (1998)の拡張（WOB98）は行った（他人に見せられる状
態ではないが）


